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Abstract: We present for the first time a lens-free, oblique illumination imaging platform for
on-sensor dark- field microscopy and shadow-based 3D object measurements. It consists of an
LED point source that illuminates a 5-megapixel, 1.4 µm pixel size, back-illuminated CMOS
sensor at angles between 0° and 90°. Analytes (polystyrene beads, microorganisms, and cells)
were placed and imaged directly onto the sensor. The spatial resolution of this imaging system
is limited by the pixel size (∼1.4 µm) over the whole area of the sensor (3.6×2.73 mm). We
demonstrated two imaging modalities: (i) shadow imaging for estimation of 3D object dimensions
(on polystyrene beads and microorganisms) when the illumination angle is between 0° and 85°,
and (ii) dark-field imaging, at >85° illumination angles. In dark-field mode, a 3-4 times drop in
background intensity and contrast reversal similar to traditional dark-field imaging was observed,
due to larger reflection intensities at those angles. With this modality, we were able to detect and
analyze morphological features of bacteria and single-celled algae clusters.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Light microscopy is one of the oldest scientific techniques and a key instrument in modern
research. Lens-based microscopes are the most broadly used light microscopy systems. Yet, the
ability to perform high spatial resolution imaging at enhanced magnification leads to limited
field- of-view (FOV) and optical aberrations that distort the resulting image. To overcome the
limitations of lens-based approaches, image stitching can be implemented to form mosaics with a
large overall FOV of high-resolution images. However, such techniques require long acquisition
times and can result in artifacts that are especially apparent at the overlap regions between the
individual tiles [1]. Mobile phones can serve as a practical, portable imaging platform, where
a suitable compromise between spatial resolution and FOV can be found based on the camera
specifications. There are many reports describing mobile phones as biomedical imaging devices
that can be used for health- related imaging [2–4] and environmental applications [5,6].

Lens-free approaches that typically use CMOS cameras found in mobile phones further simplify
the hardware of imaging systems, whereby the sample is placed between the image sensor and
the illumination source. One example is in-line holography, where the sensor detects shadows
and diffraction interference patterns generated by the object, and the final image is reconstructed
using computational algorithms. Whereas the FOV is limited by the sensor area, the spatial
resolution can reach sub-pixel proportions using ptychographic imaging, where multiple images
of the sample are taken at different illumination angles followed by image reconstruction [7,8].
Such approaches can also be used for imaging biological samples [9–15], nanoparticles [16,17]
and can serve as portable and adaptable devices with minimal hardware requirements. However,
these advantages come at a cost, which in this case is the computationally heavy holographic
reconstruction, that eventually makes the system more complex.
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Lens-free shadow imaging technologies have been successfully applied to various in vitro
cellular applications [18–22]. However, the determination of micrometer-scale object size by
existing systems without performing computing-intensive image reconstruction is an ongoing
challenge. Cell size and volume are crucial parameters that have a significant impact on cell
proliferation [23], response to environmental triggers [24], cellular homeostasis [25], and synaptic
transmission [26]. Traditional techniques for micrometer-scale object size measurements such as
flow cytometry and coulter counter are able to accurately detect the cell size in the range of tens
of micrometers. However, the high cost of these methods limits their application to point-of-need
applications. In addition to biological objects, the size of the particles within powders [27],
emulsions [28], and aerosols [29] can influence the properties of these materials.
Non-holographic on-chip imaging, on the other hand, combines the conventional hardware

design of lens-free imagingwith ease of image acquisition, since complicated image reconstruction
is not required in this case [30]. In terms of biological applications, direct on-chip sensing has
been used to characterize individual cell types on microscope slides [31], and within microfluidic
devices [32], study the behavior of C. elegans [33], detect cells that exhibit chemiluminescence
[34] and has been adapted for sub-pixel resolution imaging [35,36].

While lens-based, and to some degree lens-free holographic technologies, can be implemented
in numerous different or combined modalities, direct on-chip lens-free microscopy is still limited
to transmission-based imaging. One of the potential new modality that will expand the existing
range is dark-field microscopy.

Dark-field microscopy is an elegant optical technique, that allows extremely sensitive imaging
due to its very low background and enhanced contrast of unstained objects. From the time of Van
Leeuwenhoek, microscopists noted that some objects were more readily seen by applying oblique
illumination that caused the darkening of the background while the object was visible due to
the scattering of the oblique light. Since then, dark-field microscopy has been widely applied to
image unstained biological samples [37–39] and nanoparticles [40,41]. In the last decade, several
groups of researchers reported dark-field microscopy using a CMOS sensor for imaging mainly
metal nanoparticles. Z. Li et al., reported a miniaturized dark-field microscope based on a CMOS
sensor and microfluidic chip [42]. Further work by Grishin et al. showed a 3D-nanoparticle and
microparticle tracking technique based on dark-field microscopy [43]. Previously we reported
a dual- phone illumination-imaging microscope that is able to perform various modalities of
traditional microscopes, including dark-field [44] and phase contrast [45]. However, while these
systems are potentially simpler and less expensive than dark-field microscopes, they still use
lenses to achieve oblique illumination or for imaging.
Here we present for the first time a reflection-based lens-free directly on the sensor imaging

system with oblique illumination for dark-field imaging and object height measurement of
non-biological and biological objects of micrometer size. We show that by measuring the shadow
length of the object, we can calculate the approximate height of the objects such as polystyrene
microspheres and bacteria. Moreover, by illuminating the sensor surface at large angles, we
observed a significant reduction of the background intensity and reversal of the contrast for the
objects of interest. This is due to higher reflection intensities at those large angles (in accordance
with Fresnel equations of reflection) and is the equivalent of the dark-field illumination mode
normally seen in lens-based microscopes.

In our platform, the light beam from an incoherent illumination source is situated at a distance
much larger than the size of the CMOS sensor or the LED such that it can be considered a point
source. This beam is partially reflected, refracted, or scattered at the interface between the two
different optical media. When the sample of interest placed on the CMOS sensor is illuminated
from the top (0° angle), most of the light is transmitted and reaches the photosensitive area of the
photodiode. As a result, the resulting image has a typical bright field appearance. On the other
hand, when the angle of the incident light is close to 90°, most of the light is reflected and only a
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small amount of light is refracted, which, together with the scattered light from the sample, reach
the photosensitive area of the detector. Subsequently, the background intensity of the images
drops significantly, which leads to a better contrast of the object.

2. Experimental methods

2.1. Chemicals

Phosphate buffer saline (PBS) and ethanol were purchased from Sigma-Aldrich (USA). Sulfate
latex particles (8% w/v) of 1.6 µm diameter were purchased from Invitrogen (USA). Polystyrene
microspheres (50 mg/ml) of 7 µm diameter were purchased from Microspheres-Nanospheres
(USA).

2.2. Lensless imaging platform

The imaging sensor is a back-illuminated 5-megapixel (MP) sensor module (OV5647, OmniVision
technologies) with a 2592×1944 active array, and 8-/10-/24-bit RGB/RAW image output. The
original lens and IR filter were removed in this set-up to achieve lensless imaging, and the sensor
surface was thoroughly characterized via SEM and AFM (Fig. 1). Next, we applied a thin layer
of a polymer (polydimethylsiloxane) onto the edges of the sensor in order to protect the electrical
circuitry surrounding the immediate sensor area.

Fig. 1. CMOS senor surface characterization. (A) Schematic illustration of the image
sensor surface. (B) Photographic image of the CMOS sensor (left) and Scanning Electron
Microscopy (SEM) image of a 7 µm bead on the sensor surface (right). (C) AFM image of
the CMOS sensor surface. (D) AFM profile of the sensor surface and measurement of the
height of the microlenses array.

Image acquisition and image processing were performed by via Raspberry Pi 3 Model B board
using the Python programming language. Note that the FOV of the image sensor is the same as
the active area and is 3.67×2.73 mm. The spatial resolution of the system is limited by the pixel
size and is 1.4 µm.

We designed a multi-angle illumination platform that consists of three rulers set perpendicular
to each other in XYZ directions. The X axis ruler provides the horizontal support and has
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a digital angle finder that allows precise measurement of the incident angle (Fig. 2). The Y
axis ruler provides adjustment for the height of the light source to achieve certain angles of
illumination. As a source of incoherent light, we used a single cool white light LED with the
wavelength range approximately 420-700 nm, diameter less than 1mm and a remote controller
for intensity modulation (SUSAY Electronics technology, China, model number NI-TL). The
LED is mounted onto the Z axis holder that travels in a semi-circular path above the CMOS
sensor, thereby creating a radius of 270mm from the center of the sensor to the light source.
Since the distance between the LED and the CMOS sensor is much larger than their physical
dimensions, the illumination can be considered as a point source. The CMOS sensor was placed
on a Z-adjustable stage and illuminated from various angles from 90° (oblique angle) up to 0°
(top illumination). A droplet of polystyrene beads (5 µL) of different sizes 1.6 µm and 7 µm was
added directly onto the sensor surface and allowed to dry. We then imaged the beads under
multiple angles, ranging from 0° (top) angle to 90° (oblique) angle.
To capture the image, we used a custom Python code to acquire standard JPEG images and

raw Bayer data. The raw Bayer data is the data from the camera sensor prior to GPU processing
such as demosaicing, auto white balance, smoothing etc. This data output is important in this
work in order to be able to quantify the change in the image background. The raw Bayer image
has a green and dark output appearance due to the BGGR pattern that has twice as many green
pixels as red and blue. The raw images were saved to the camera as 6 MB data files, followed by
extracting the PNG images that allow lossless compression of files. Afterwards, images were
further analysed by additional software packages as described in the following section.
After imaging, the sensor can be effectively cleaned by pipetting a few microliters of 70%

ethanol onto the sensor surface and gently wiping with lens tissue. The sensor can then be reused
without any noticeable alterations in image quality.

2.3. Bead-size quantification based on shadow images

ImageJ (NIH), GraphPad Prism 6, and MATLAB (MathWorks) were utilized to process and
analyse all captured bead shadow images. In Fig. 2(C), the height of the objects H was calculated
from geometrical considerations from the measurement of the length of the shadow cast by the
object at an angle α. The length of the shadow was measured by using averaged gray scale
intensity values of the indicated area measured from the image. The angle α is equal to (90°-
θ), where θ is the incidence angle (Fig. 2(A)). The height of the object is determined from the
tangent of the angle α, for known shadow length and incidence angle.

2.4. Characterization via scanning electron microscopy

The structural properties of the surface of the sensor were characterized by SEM microscopy. All
SEM images were obtained using FEI NanoSEM instrument with accelerating voltage of 10 kV
under high vacuum mode.

2.5. Characterization via atomic force microscopy

The sensor surface was analyzed by AFM (Multi Mode 8, Bruker) contact mode using triangular
cantilevers (Hi’Res-C, MicroMasch, Estonia) with a radius of curvature of 1 nm. The obtained
images were analyzed by Gwydion software.

2.6. Preparation of microorganisms

Euglena gracilis and Staphylococcus epidermidis were purchased from Carolina Biological
supply Company (USA). The chosen biological sample, E. gracilis, has pigmented organelles,
chloroplasts, and hence a strong ability to scatter light effectively, which makes it an ideal sample
for testing the dark-field illumination mode. E. gracilis cells range from 8-20 µm in length, are
oval in shape cells and are much larger than the previously tested 7 µm beads. On the other
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Fig. 2. Schematic of on-sensor dark-field microscopy via oblique angle illumination.
(A) Diagram of the illumination set-up (front view) that allows for multi-angle illumination
ranging from 0° to 90° by rotating the point- like illumination source along a semicircle
with radius r with the CMOS sensor placed in the center of the circle. (B) The side view
diagram of the illumination set-up (C) Representation of a bead on the CMOS sensor. The
shadow cast by the point source illumination is measured experimentally and the height of
the object can be calculated based on a length of the shadow and known angle of incidence.
(D) Schematic representation of the CMOS sensor and light illumination at a large angle.
Microlenses are at the top layer, with the Bayer layer, photodiodes, and metal circuitry
underneath. Microlenses focus the light onto the photodiodes such that a high fill factor can
be achieved. The light beam travelling at a large angle reaches the sensor surface and gets
reflected with the intensity of the reflected light obeying the Fresnel equations. The pixel
fill factor also changes (is reduced) at shallow illuminations angles. These two phenomena
lead to a change in the contrast and background intensities. (E) In conventional oblique
illumination dark-field microscopy the sample of interest is placed at a distance from the
sensor surface and illuminated at an oblique angle. The incident light rays will illuminate
the sample, and the photons that are not scattered are either blocked or propagate next to the
detector without being detected. Only scattered photons will be collected by the detector.
(F) In RDFM, dark-field microscopy is achieved through Fresnel reflection of the incident
light at the interface between air and the CMOS surface.
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hand, S. epidermidis is a spherical bacterium with the body size ranging from 0.5-1.5 µm, whose
dimensions are close to the resolving power of the pixels of this CMOS sensor. We grow E.
gracilis at room temperature in a liquid Provasoli’s enriched seawater (PES) medium that was
prepared following the protocol in Handbook of Culture Media for Food and Water Microbiology
[46]. The liquid PES culture was added directly onto the sensor surface, dried, and imaged. S.
epidermidis colonies were cultured in a Nutrient broth (NB) medium at 30° overnight. Prior to
incubation, a single colony of S. epidermidis was inoculated in 6 ml of NB medium. During the
experiment, the liquid culture was added by pipetting directly onto the sensor surface or diluted
beforehand if necessary.

3. Results and discussions

3.1. 3D geometrical measurements from shadow imaging

In order to demonstrate 3D geometrical measurements a droplet of microspheres of 7 µm and
1.6 µm in size was pipetted onto the sensor surface, dried and imaged at four angles of illumination.
Figure 3(A) shows the shadow images of the 7 µm and 1.6 µm beads acquired at four different
illumination angles. When the particle is illuminated by a source located above the sensor (0°),
a shadow is cast right below the microsphere. The resulting images are used to evaluate the
lateral dimensions of the object. Changing the angle of illumination will affect the projection
of the shadow and increase the shadow length for larger angles, which in turn can be used for
determination of the height of the object. Whereas shadow-based height estimation can be
theoretically performed using multiple illumination angles, the choice of angle is important to be
able to accurately delineate object-shadow boundaries. At small illumination angles (close to
bright-field mode) as seen in Fig. 3(A) it is difficult to accurately determine the object-shadow
boundaries especially in the cases where the size of the object is similar to the pixel size of the
sensor. In addition, at small angles the shadow cast by the object lies beneath the object itself.
Conversely, at large illumination angles, the object casts large shadows that can be measured as
intensity drop. This makes the object-shadow boundaries discernable and measurable (Fig. 3(A)).
Therefore, for the measurement of the height of micrometer-sized samples, the ideal illumination
angle that provides the aforementioned conditions was found to be 84°. Next, using the images
of the beads at 84° angle, we first obtained the plots of the grayscale intensity values across the
background-bead-shadow-background region (blue rectangle), as shown in Fig. 3(B). The highest
point in the plot (global maximum) represents the maximum scattering intensity generated by the
bead. We then measured the cast shadow length starting from the global maximum marked in the
graph, since part of the bead cast shadow lies under the object itself. Note, that this criterion of
the shadow beginning is applicable for objects that are measured at 84°angle, as for lower angles
the shadow lengths provide poor size estimates. The end of the cast shadow is identified by the
point where the grayscale intensity values reach those of the background (plateau region). Since
the best shadow measurements are obtained at large angles, one may think that further increasing
the angle will provide better results. However, this is not the case, as at the larger illumination
angles (87°-90°) we transition into a different regime, where scattering of the particles becomes
predominant. This mode, which we call dark field mode, will be described in the following
section (section 3.2). The distance between the photosensitive area of the pixels and the sample
is relatively small and was not considered in the measurements of the shadow. However, the
subtraction of the microlens array height (∼800 nm) could possibly reduce the potential error in
the object height measurements. Yet, the subtraction of the full microlens array height depends
on the particles size and their distribution on the sensor surface, meaning that some particles
will rest on top of the highest points of the microlens array, while others will fall into the gaps
between adjacent microlenses (Fig. 1(D)). In the first scenario, the subtraction of the full size of
the microlens array is more meaningful. On the other hand, the particles that are smaller than the
gap between top ends of the adjacent microlenses (∼1.93 µm along Profile 1, and ∼1.4 µm along
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Profile 2, Fig. 1(D)) will more likely lie at shorter distances from the sensor surface, which would
warrant the subtraction of a reduced microlens height. Given this uncertainly, we calculated
the size of the particles without any subtraction of the microlens array height. Knowing the
size of the pixels, we were then able to calculate the shadow length in µm. Next, the height
of microparticles of various sizes was measured by using the right triangle that is formed as
depicted in Fig. 2(C), where H is the height of the microparticle, L is the shadow length, and α is
the angle (90°- θ), where θ is the illumination angle. The estimated values of the height of the
microparticles are presented in Table 1.

Table 1. Shadow-based object height estimation

Polystyrene bead
size (µm)

The length of the shadow cast
(pixels and µm)

The length of the shadow
cast at 84° (pixels and µm)

Estimated height
at 84° (µm)

7 µm
(0°) (60°) (80°)

51.25 pixels/ 71.75 µm ∼7.4 µm

5 pixels/7 µm
7 pixels/
9.8 µm

29 pixels/
40.6 µm

1.6 µm
1-2pixels/
1.4-2.8 µm

4.5 pixels/
6.3µm

10.75 pixels/
15.05µm 10 pixels/ 14 µm ∼1.5 µm

The results show a good correlation between the estimated height and the original size of the
microspheres. Yet it is important to note that the microspheres were dispersed over the whole
area of the CMOS sensor in order to achieve accurate height estimation. Estimation of the height
of a denser sample will be more challenging as sample entities may have shadow regions nested
within one another. For the reported range of angles, even with improved shadow contrast, the
minimal distance between adjacent objects has to be large enough to completely cover the full
length of the cast shadow, excluding the penumbra for simplicity. Recently, several groups have
presented CMOS-based lens-free platforms for particle size and height measurements [20,21].
With respect to these measurements, the main difference between our platform and existing
systems is the inherent simplicity. For example, while other methods for height measurements
(such as those based on in line holography) require advanced computation techniques, in our
platform the sample is placed onto the sensor surface and the shadow is directly measured from
the resulting image. Moreover, the accuracy of the height estimate could be further improved by
placing the sample even closer to the sensor surface by removing the microlenses and/or by using
a CMOS chip with a smaller pixel size.

3.2. Dark-field microscopy on the CMOS sensor

In traditional microscopes, dark-field imaging is typically achieved by oblique illumination where
the direct light is blocked from passing through the objective. The sample is placed at a certain
distance from the sensor and the microscope objective collects only light that is scattered from
the sample with minimal background or unscattered light, thus enhancing the contrast between
the sample and the relatively dark background (Fig. 2(E)).
On the other hand, in a lens-free platform, the light beam reaches the sensor surface and

the sensor collects both scattered and unscattered light from the sample. At large angles of
incidence, according to the Fresnel equations of reflection, almost all the light is reflected leaving
a small number of photons to be transmitted which leads to the darkening of the background.
However, scattered light is mostly isotropic, and it will be collected by the detector. This leads to
a microscopy mode where the scattering objects appear brighter than the background, similar to
the dark-field microscopy mode (Fig. 2(F)).

In order to achieve dark-field illumination mode, we designed a configuration where the light is
incident at large angles (close to 90° vs. the normal incidence to the surface of the sensor). This
will make dark-field imaging possible even when blocking of the incident light is not possible
such as for samples that are very close to the detector. The intensity of the reflected light at the
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Fig. 3. Shadow measurements for estimation of object dimensions. (A) The length of the
shadow increases as the illumination angle is increased from 0° to 84° for both 7 µm and
1.6 µm beads. (B) Plot of gray scale intensities measured within the blue rectangle. The
length of the shadow changes can be measured for various angles of illumination and bead
size. The scale bar in the inset corresponds to 10 µm.



Research Article Vol. 11, No. 9 / 1 September 2020 / Biomedical Optics Express 4950

interface between air (refractive index of 1) and the surface of the sensor (plastic, with a refractive
index approximately 1.5) obeys the Fresnel equations such that at large angles of incidence,
almost total reflection at this interface is expected. We explored this phenomenon as a modality
of reducing the background in our images and recording scattered light similar to dark-field
microscopy. In order to characterize the performance of this technique, we scanned across a
sequence of incident angles starting from 84° up to 90°. For this, a droplet of microspheres of 7
µm and 1.6 µm in size was pipetted onto the sensor surface, dried and imaged at various angles
of illumination. The blue lines on the image correspond to the ones depicted in the graph and
aim to highlight the analyzed objects. As shown in Fig. 4, we observed a gradual change in
background intensity starting from 84° of incidence angle and reaching a maximum darkening at
90° in processed as well as in raw images. We were still able to observe long shadows of the 7
µm microspheres at angles between 84° up until 89° (Fig. 4(A)). On the other hand, at the 90°
angle, the shadows disappeared and only scattering of the object was observed. The analysis of
1.6 µm (Fig. 4(B)) showed similar trend in background intensity drop, yet the scattering intensity
of the microspheres differed and was reduced due to the smaller size of the object. The raw
images of the beads at top illumination angle show different patterns of coloration that could be
explained by coloration artifacts generated at the level of RGB image processing. However, the
observed coloration of the images does not affect in any way the analysis performed in this report.
The graphs in Fig. 4(C) and 4(D) represent gray scale intensities of the raw and processed images
of 7 µm and 1.6 µm microspheres. In order to calculate the decrease in background intensity, we
also acquired an image without any incident light to be used as a baseline intensity (shown as
a black dotted line in Fig. 4(C) and 4(D)). The graphs reveal a three to four times drop of the
background intensity in the dark-field mode of the system in comparison with top illumination at
0°. This is at least three times lower than the expected drop that can be calculated from Fresnel
equations, mainly due to the low flatness of the CMOS sensor (see Fig. 1) that leads to additional
scattering. The calculated contrast values for the dark-field (90°) images of 7 µm and 1.6 µm
beads are 0.3 for both, compared to 0.07 and 0.04, respectively, for the bright-field (0°) images.
Furthermore, the dark-field imaging set-up described here has been used for the detection of

two or more clustered objects that are close to each other (Fig. 5).
When several objects are close to each other, the scattering intensity is proportional to the

number of objects. According to the Mie scattering theory, the intensity of light scattered by
micrometer-sized objects also depends on the object size angle of incidence, and wavelength
of light. While we cannot distinguish between these phenomena, we observed and were able
to detect clustered polystyrene beads of various sizes (7 µm and 1.6 µm) based on gray scale
intensities (Fig. 5). A similar effect of detection using intensity differences has been further
demonstrated using biological samples in the following sections.

3.3. Imaging of biological samples on the CMOS sensor

3.3.1. Reflection-based dark-field microscopy of biological objects and geometrical shadow-
based height measurements

A 5 µl droplet of E. gracilis liquid culture was pipetted onto the sensor surface that was previously
hydrophilized with poly-l-lysine, followed by heat fixing. Two types of imaging were performed
with E. gracilis, namely the shadow-based object height measurements as well as RFDM at large
angles of illumination, i.e., > 84°. Figure 6(A) represents the single E. gracilis cell at various
angles of illumination. Here, we were able to observe the same gradual background drop as in
previous experiments with polystyrene microspheres. Single E. gracilis cells were observed as
bright shining objects on a dark background at illumination angles close to 90°. In Fig. 6(B), the
depicted graph shows a gradual drop in the background intensity starting from 0° to an angle
close to 90°, in agreement with Fresnel equations of reflection. The contrast values changed
from 0.2 in the bright-field images to 0.6 in the dark field images. Next, we measured the height
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Fig. 4. Dark-field illumination mode. As the angle of incidence approaches 90° a gradual
change in image contrast due to the decrease in background intensity for 7 µm (A) and 1.6 µm
(B) beads can be observed. Panels A and B contain two sub- columns with processed images
(left) and raw images (right) acquired from the Raspberry Pi. (C) and (D) represent two
rows of graphs corresponding to processed (top) and raw (image) gray scale intensities. The
background intensity drops three to four times at large angles. The drastic drop in background
was more prominent in a narrow angle range, i.e., for illumination angles between 87°-90°.
(red box). The black dotted line corresponds to baseline intensities from a control image
acquired in a completely dark room. The blue lines running vertically represent the borders
for the areas used for plotting the graphs here and throughout this work. The scale bar
corresponds to 10 µm.
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Fig. 5. Detection of clustered beads using the intensity of the reflected light at Fresnel
reflection angles. Intensity difference for a single particle and two particles in close
proximity for 7 µm sized (A) and also 1.6 µm sized beads (B). The graph at the right for the
corresponding bead size illuminated at two different incident angles (θ= 90° and θ= 0°)
shows the variation of scattered light intensity depending on the number of clustered particles.
The blue lines represent the borders used for plotting the graphs.

of E. gracilis based on a cast shadow length and the angle of incidence. Figure 6(C) depicts
elongation of the E. gracilis shadows with a decrease of an incident angle. This effectively
verifies the experimental results performed with polystyrene beads, showing the versatility of
this system for fixed biological samples. Afterward, using the gray scale intensity plots, we
measured the lengths of the cast shadows. The limits of the shadow were determined with the
same method used for microspheres described above. The calculation of the height of the E.
gracilis cells using determined shadow length and known incidence angle resulted to be ∼5 µm.
The result is consistent with E. gracilis dimensions previously reported in the literature, while
taking into consideration the potential size reduction of the sample as a result of fixation. [47].
The measurement of the single E. gracilis length at a top angle is found to be between 10-11 µm
for Fig. 6(A) and close to 15 µm for Fig. 6(C).
Following experiments with E. gracilis, S. epidermidis was used as a biological sample to

demonstrate close-to-pixel resolution/visualization. A 5µL droplet of the bacterial culture was
mixed with 3% glutaraldehyde solution (1:1 vol by vol) and pipetted onto the poly-l-lysine
treated sensor surface. The droplet was then dried and imaged at various illumination angles.
Figure 7 shows the representative results of the experiment. The sample, which was not visible
under top illumination, becomes distinguishable at higher incidence angles starting from 84°
up to 90° due to changes in contrast between the shadow and the background intensity. The
cells appear bright at higher incidence angles between 90° to 87°, while a faint shadow was
visible at lower angles starting from 87°. These observations demonstrate the visualization of the
bacterial samples with dimensions close to the pixel size of the sensor. In addition, the gray scale
intensity-based quantification (Fig. 7(B)) shows a gradual decrease of the background brightness
(y-axis, Fig. 7(B)) with an increase of the incidence angles from 90° to 84° (shades of green).
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Fig. 6. Imaging E. gracilis. (A) E. gracilis at different illumination angles ranging from 0°
to 90°. A gradual reduction in the background intensity is observed when the illumination
angle is increased. (B) Graphical representation of the intensity profiles measured within
the blue rectangle shown in panel (A). A 3-times drop of the background intensity with the
increase of the incident angle reaching the maximum dark-field mode at 90° is observed.
(C) Determination of the shadow length for the subsequent height calculation. (scale bars –
10 µm).

The scattering images show approximately 2-3 µm object width (across x-axis), that corresponds
to the width of either a single bacterium or a doublet of bacteria (represented as short peaks) that
is commonly known to form a doublet or clusters.

Fig. 7. Imaging of the fixed S. epidermidis under various angles of illumination. (A)
The bacteria, which is of a size similar to the size of a pixel of the CMOS sensor, becomes
visible under the large angles starting at 70° up to 90° angles. (B) Graphical representation
of the data shows a two times drop in the background intensity at larger illumination angles
due to Fresnel reflection and lower fill factor, which leads to better contrast (scale bar 5 µm).
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In summary, the results demonstrate the ability of the presented platform to perform dark-field
imaging of biological and non-biological objects over the full field-of view of an inexpensive
CMOS sensor, as well as straightforward measurements of the height of micrometer-sized objects.
The platform configuration allows us to perform experiments rapidly. However, the method has
several limitations that could be improved by applying further engineering approaches. One such
limitation is the increase of the sensor surface temperature during imaging, which restricts the
use of this method for live biological samples. However, this issue could be potentially resolved
by the addition of a heat sink that can reduce the temperature of the sensor. Another limitation of
the system is that, at this point of development, it allows measurements of only fixed/dry samples.

Fig. 8. Mapping pixel by pixel details of the biological samples at different angles. (A)
E. gracilis cluster imaged under various angles of illumination. (B) Graph with pixel by
pixel mapping based on the gray scale intensities calculated for the images, observed as
peaks, labelled with numbers which are marked in the respective cluster of E. gracilis image
at three different illumination angles (C).
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In order to perform dark field imaging of liquid samples, further improvements to the system are
necessary for refractive index matching.

3.3.2. Resolving features in a 3D cluster of single-celled algae (E. gracilis)

We imaged the cluster of E. gracilis using a multiangle illumination platform. Figure 8 represents
the results of the pixel-by-pixel mapping of the E. gracilis cluster. The imaging and following
analysis consider four different angles of illumination, such as scattering angle (90°), near
scattering angles (84°and 80°) and top angle (0°). Figure 8(A) illustrates that, at scattering angles,
the cluster of E. gracilis cells produces varying intensities of bright and dark spots, while in near
scattering angles, the image appears as an overlap of bright field and dark-field images, with a
unique observation of the dark pixels from dark-field imaging subsequently showing features of
varying brightness intensity from near scattering illumination. The bright field illumination at
top angle, showed no major variation of intensity although the cells appeared greenish, due to the
chloroplast pigments. The gray scale intensities of the selective illumination angles, here 90°
(Fig. 8(C) -left), 10° (Fig. 8(C) – middle) and 0° (Fig. 8(C) - right), shows a systematic pixel
by pixel mapping of information that can be extracted from images using the presented set-up
(shown as white arrows, labelled as numbers). This is performed by comparing the quantification
graphs for three representative angles (Fig. 8(B)) to the corresponding images of the E. gracilis
cluster (Fig. 8(C) – scattering, near-scattering and top images). The peaks marked as numbers
in the graph could be mapped from the x-axis scale values of the graph to that of the x-axis
scale of the image. Each number in the graph for a different illumination set-up maps to the
corresponding gray scale intensity line in the graph with the same numbers marked for mapping
either as pixel by pixel or as µm by µm across the x-axis of the graph and the image.
These mapping can be used for further elucidating the morphological differences within the

cluster. Under the top illumination, the morphological characteristics of the cluster are not clear
(only two discernible peaks). In contrast, changing the angle of incidence to 90° (7 discernible
bright spots in image and peak in graph) and 84° to 80° (9 discernible bright and dark spots for
both the graph and image) leads to the observation of distinguishable morphological features of
the E. gracilis cluster (Fig. 8(B) and 8(C)). This analysis lead to the prediction of a total of 7-9 E.
gracilis cells in the cluster. Such measurements show that this set-up can be used for analysis of
microbial consortia without any post processing of the images. Furthermore, we were able to
observe shadows cast by microspheres of different sizes as well as single protist/bacterial samples
at near scattering angles, which combines both bright field and scattering characteristics within
one image.

4. Conclusion

In this article, we demonstrated, for the first-time, dark-field microscopy directly on a CMOS
sensor without the use of any lenses. This novel technique takes advantage of the fact that for
incident light propagating from a medium with a lower refractive index (such as air) to a higher
refractive index (such as plastic) at angles of illumination close to 90°, a larger fraction of light
intensity is reflected, in accordance with the Fresnel equations of reflection. The larger the
intensity of reflected light, the lower the background recorded by the CMOS sensor, leading
to a reversal of the contrast of the object in dark-field mode vs. the bright field illumination
mode, similar to that observed in lens-based dark-field microscopy modes. Individual objects
and clusters of objects could be observed, for objects both larger and similar to the pixel size,
highlighting the strength and robustness of the technique. In addition, using oblique illumination
at angles between 0° and 85° we observed and quantified geometrical shadows of objects ranging
in sizes from few micrometers to tens of micrometers. From simple geometrical considerations,
we were able to calculate the height of these objects, in addition to their lateral dimensions that
were determined from the bright field images.
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The capabilities of the new imaging modality were tested on polystyrene beads of sizes ranging
from 1.6 µm to 7 µm, where a three- to four-fold reduction of the background was observed for
illumination at angles close to 90° vs. 0°. This is short of the expected > ten-fold background
reduction (from Fresnel equations), largely due to the fact that the surface of the sensor is not flat.
Improvements in the background reduction factor are expected if the surface flatness is increased
by physical or chemical methods. For the 84° angle of illumination, shadow measurements of
these polystyrene beads allowed for accurate height measurements, indicating the possibility of
this technique to be used for 3D measurements of biological objects.
Next, we used these modalities for the imaging and quantification of biological samples that

were fixed on the surface of the CMOS sensor. Single E. gracilis cells were imaged in both
shadow and RDFMmodes, which allowed for the calculation of height (∼5 µm) and length (10-11
µm). Fixed bacteria (S. epidermidis) were also imaged under various angles of illumination,
demonstrating the ability of resolving and quantifying small, micrometer-sized biological objects.
In addition, large clusters of E. gracilis algae were imaged to demonstrate the capability of the
technique for quantifying 3D morphological features within colonies of microorganisms.
Overall, we demonstrated here a new platform for cost-effective, reflection-based dark-

field microscopy modality (RDFM) directly on a CMOS sensor that allows for high spatial
resolution (limited to the pixel size) and large field-of-view imaging of unstained, dried, or
fixed biological and non-biological objects. In addition, this platform allows estimation of
the height of micrometer- sized particles (via geometrical shadow measurements at oblique
illumination) for the characterization of 3D morphological features. From a practical viewpoint,
such measurements can be useful to understand different states of the cancerous cells, particularly
during metastatic cancer cells studies, tissue generation, studying the effects of drug molecules
on the cell membranes of cancerous cells [48] as well as effects on extracellular matrix materials
[49]. The cancerous cells produce different levels of extracellular matrix, leading to variability in
cellular thickness, cytoplasm to nucleus ratios and as a result to differences in morphology and
cell mechanics [50]. These effects are challenging to be axially resolved for large FOV using
a conventional microscopy technique without fluorescence or even with fluorescence requires
confocal microscopy with extensive image post-processing and sample labeling [51]. In addition,
quantitative phase imaging (QPI) has been applied to characterize morphological alterations of
the cancer cells and has several advantages over conventional techniques, such as the ability to
analyse live and unlabeled cells [52]. However, QPI method requires extensive image acquisition
process with image-post processing and expensive equipment. Recently, 3D- on-chip imaging has
been discussed widely for such applications [53], and the RDFM platform would fall in line with
similar applications. Due to the low cost and simplicity, this technique can also be implemented
for use in low resource environments for biological, medical, food safety, or environmental
monitoring applications. Applications to the pathology field for the imaging of large, fixed
(stained or unstained) thin tissue sections, and blood or cell culture smears are also possible,
where the large field-of-view, coupled with the high spatial resolution and improved contrast,
would provide an advantage over existing methods.
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